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Problem Setup

I Goal. Learn a graph G = (V,E) via edge detecting queries:

Y =
∨

(i,j)∈E

{
nodes i and j included in the test

}
An illustration:

. Potential applications: Learning chemical interactions, wireless
connectivity, social networks with privacy constraints, etc.

I Erdős-Rényi model: Each edge appears independently with
probability q (in this work, q � 1)

I Error probability: If the estimated graph is Ĝ, then
Pr[error] := P[Ĝ 6= G].

I Sparsity level
. Let n denote the number of nodes
. We consider the sparse regime q = Θ(n−2(1−θ)) with θ ∈ (0, 1)
. Average number of edges: k =

(
n
2

)
q = Θ(n2θ)

I Bernoulli random testing: Each node is independently
placed in each test with probability p =

√
ν
k

for some ν > 0

Contributions

I Existing hardness result [1]: Learning an arbitrary graph
with n nodes and k edges requires Ω(min{k2 log n, n2}) tests

I This work: Learning an Erdős-Rényi random graph with an
average of k edges only requires O(k log n) tests
. Explicit near-optimal constant factors:
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Algorithm-Independent Lower Bound

Theorem 1. If the number of tests satisfies

#Tests ≤
(
k log2

1

q

)
(1− o(1))

as n → ∞, then it is impossible for any algorithm (and
test design) to achieve Pr[error]→ 0.

Algorithmic Upper Bounds

I COMP Algorithm:
(i) Initialize Ê to contain all

(
n
2

)
edges

(ii) For each negative test, remove all edges from Ê whose
nodes are both included in the test

(iii) Output Ĝ = (V, Ê)

Theorem 2. The COMP algorithm achieves Pr[error]→ 0
as n→∞ as long as

#Tests ≥
(
2e · k log n

)
(1 + o(1))

I DD Algorithm:
(i) Initialize Ê = ∅, and initialize PE to contain all

(
n
2

)
edges

(ii) For each negative test, remove all edges from PE whose
nodes are both included in the test

(iii) For each positive test, if the test covers exactly one edge in
PE (the set of possible edges), add that edge to Ê

(iv) Output Ĝ = (V, Ê)

Theorem 3. The DD algorithm achieves Pr[error] → 0 as
n→∞ as long as

#Tests ≥
(
2 max{θ, 1− θ}e · k log n

)
(1 + o(1))

SSS Algorithm Lower Bound

SSS Algorithm: Using integer programming, find the graph
with the fewest edges that is consistent with the test results

Theorem 4. The (essentially optimal) SSS algorithm
yields Pr[error]→ 1 as n→∞ as long as

#Tests ≤
(
2θe · k log n

)
(1− o(1)).

Sublinear-Time Decoding

Group Testing Quick and Efficient (GROTESQUE):
(i) Form O(k̄ log k̄) random bundles of nodes
(ii) Use multiplicity tests to find bundles with exactly one edge
(iii) Use location tests to determine those edges

Theorem 5. The GROTESQUE test design and decod-
ing algorithm achieves Pr[error] → 0 with t = O(k · log k ·
log2 n) tests, and has O(k log2 k + k log n) decoding time

Numerical Experiments
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(i) n = 50, k = 5 and ν = 1
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(ii) n = 200, k = 200 and ν = 1
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