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Introduction: InterGrid 
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  provides an architecture and 
policies for inter-connecting 
different Grids. 

  Computational resources in 
each RP are shared between 
grid users and local users. 

  Provisioning rights of the 
resources in a Grid are 
delegated to the InterGrid 
Gateway (IGG). 

  Local users vs External users. 
  Local users have priority! 



Contention between Local and External 
users 
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  When contention happens? 
  Lack of resource 

  Solution for Contention: 
 Preemption of Ext. requests in favor of local requests 

  Drawbacks of Preemption: 

  overhead to the underlying system (degrades utilization) 

  increases the response time of the grid requests 



Contention Scenario in InterGrid 
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Lease based Resource Provisioning in 
InterGrid 
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  A lease is an agreement between resource provider and resource consumer 
whereby the provider agrees to allocate resources to the consumer according 
to the lease terms presented. 

  Virtual Machine (VM) technology is a way to implement lease-
based resource provisioning. 

  VMs are able to get suspended, resumed, stopped, or even 
migrated. 

  InterGrid makes one lease for each user request. 
  Best-Eort (BE) 

   Cancelable 
   Suspendable 

  Deadline-Constraint (DC) 
   Migratable 
   Non-preemptive 



Problem Statement 
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  How to decrease the number of preemptions that take place 
in a multi-cluster Grid? 
 Analytical modeling of preemption in a multi-cluster Grid 

environment based on routing in parallel queues 



Analysis: Correlation of Response time 
and Number of preemption 
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  Therefore, if we decrease response time the number of 
preemption also decreased! 



Analysis: Minimize Response Time 
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Where the constrain is: 



Analysis: Optimal arrival Rate to each 
Cluster 
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Response time of Ext. requests for each cluster j  (M/G/1 queue with preemption): 

The input arrival rate to each cluster by using 
Lagrange multiplier: 



Analysis: Finding out Lagrange 
multiplier (z) 
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Since we have: 

Z can be worked out from the below equation: 



Analysis: Using bisection algorithm for 
finding z 
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Since: 

Then: 

upper bound also can be worked out as follows: 

and considering Equation 5, then we have:
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The upper bound also can be worked out based on Equation 10. ub can be

reached by doubling lb up until the condition is met.
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If condition in Equation 9 is not met, then we have to decrease lb by remov-

ing clusters which are heavily loaded. Load of a cluster j is comprised of local

requests that have been arrived and grid requests which are already assigned to

the cluster. The load can be calculated as follows.

ψj =
λjµj

2(1− ρj)2
+

θj
(1− ρj)

(11)

For the sake of simplicity, in Equation 12 we have assumed that ψ1 ≤ ψ2... ≤
ψN .
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It is worth mentioning that values bigger than k would not receive any grid

request from the gateway (i.e. Λ̂k+1 = Λ̂k+2 = ... = Λ̂N = 0).

4 Preemption-aware Scheduling Policy

In this section we discuss how the analysis mentioned in previous section can be

adapted as the scheduling policy for grid requests inside IGG.

In fact, the analysis provided in Section 3 was based on some widely used

assumptions. However, some of these assumptions do not hold for case of the

multi-cluster that we are investigating. Here, we state these assumptions and

discuss if they are hold in the multi-cluster scenario we encounter in InterGrid.

In the analysis provided in Section 3 we assumed that:

– each cluster was an M/G/1 queue. However, in InterGrid we are investigating

each cluster as a G/G/Mj queue.

– all requests needed one VM. However, in InterGrid we consider requests that

need several VMs for a certain amount of time.

– local requests could preempt grid requests. However, in InterGrid not all grid

requests are preemptable. In fact, if the grid request is Non-Preemptable (see

Section 2), it cannot be preempted by local requests.

– each queue is run in FCFS fashion. However, in order to improve the re-

source utilization we consider conservative backfilling [10] method in the

local schedulers.
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Considering the above differences, we do not expect that the preemption-
aware scheduling policy performs optimally. In fact, we are trying to examine
how efficient the above analysis would be by substituting the above assumptions
with some approximations.

To adapt the analysis in a way that covers requests that need several VMs
we modify the service time of grid requests on cluster j (θj) and local requests
on cluster j (τj) in the following way:

θj =
v̄j · d̄j
Mjsj

(13)

τj =
ζ̄j · ε̄j
Mjsj

(14)

Algorithm 1: Preemption-Aware Scheduling Policy (PAP).

Input: Λ̄j ,θj ,ωj ,λj ,τj ,µj , for all 1 ≤ j ≤ N .
Output: (Λ̂j) load distribution of grid requests to different clusters, for all

1 ≤ j ≤ N .
1 for j ← 1 to N do

2 ψj =
λjµj

2(1−ρj)2
+

θj
(1−ρj)

;

3 Sort (ψ);
4 k ← 1;
5 while k < N do

6 if
�k

j=1 φj(ψk) ≥
��k

j=1
(1−ρj)

θj

�
− Λ then

7 break;
8 else

9 k ← k + 1;

10 lb ← ψk;
11 ub = 2 ∗ lb;

12 while
�k

j=1 φj(ub) >

��k
j=1

(1−ρj)

θj

�
− Λ do

13 ub = 2 ∗ ub;
14 while ub− lb > � do

15 z ← (lb+ ub)/2;

16 if
�k

j=1 φj(z) ≥
��k

j=1
(1−ρj)

θj

�
− Λ then

17 lb ← z;
18 else

19 ub ← z;

20 for j ← 1 to k do

21 Λ̂j =
(1−ρj)

θj
− 1

θj

�
(1−ρj)(ωj(1−ρj))+θjλjµj

2θj(1−ρj)z+(ωj−2θ2j )
;

22 for j ← k + 1 to N do

23 Λ̂j = 0;



Preemption-aware Scheduling Policy 
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  The analysis provided is based on the following assumption: 
  each cluster was an M/G/1 queue. However, in InterGrid we 

are investigating each cluster as a G/G/Mj j queue. 
  all requests needed one VM. InterGrid requests need several 

VMs for a certain amount of time. 
  each queue is run in FCFS fashion while we consider 

conservative backfilling. 



Implementation details 
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 To support several VMs, the service time of ext. and local 
requests on cluster j is calculated: 

  CV is used to obtain second moment: 



Experiment Set up 
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  GridSim Simulator 
  3 clusters with 32, 64, and 128 nodes 
  Conservative backfilling scheduler as LRM 
  100 Mbps network bandwidth 
  Different ext. request types: 

  BE-Suspendable:40% and BE-Cancelable:10% 
   DC-Nonpreemptable:40%  and DC-Migratable:10%. 



Baseline Policies 
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  Round Robin Policy (RRP) 
  Least Rate Policy (LRP) 

  DAS-2 workload model  Table 2. Input parameters for the workload model.

Input ParameterDistributionValues Grid Requests Values Local Requests
No. of VMs Loguniform (l = 0.8, 1.5 ≤ m ≤ 3, h = 5, q = 0.9)(l = 0.8,m = 3, h = 5, q = 0.9)

Request Duration Lognormal (1.5 ≤ a ≤ 2.6,b = 1.5) (a = 1.5,b = 1.0)
Inter-arrival Time Weibull (0.7 ≤ α ≤ 3,β = 0.5) (α = 0.7, β = 0.4)

Pone N/A 0.2 0.3
Ppow2 N/A 0.5 0.6

by requests is given by Equation 18. Therefore, we are able to calculate the mean
request size in Equations 13 and 14.

v̄j = Pone + 2�r�(Ppow2) + 2r (1− (Pone + Ppow2)) (18)

where r is the mean value of the two-stage uniform distribution with parameters
(l,m, h, q) as listed in Table 2 and can be found as follows:

r =
ql +m+ (1− q)h

2
(19)

5.2 Experimental Results

Number of VM Preemptions As mentioned earlier, both resource owners
and users benefit from fewer VM preemptions. From the resource owner per-
spective, fewer preemption leads to less overhead for the underlying system and
improves the utilization of resources. From the user perspective, however, pre-
empting grid leases has different impacts based on the lease types. For Suspend-
able and Migratable leases, preemption leads to increasing completion time. For
Cancelable leases preemption results in terminating that lease. Since users of
different lease types have distinct expectation from the system, it is not easy
to propose a common criterion to measure user satisfaction. Nonetheless, in all
types of leases grid users suffer from lease preemption. Therefore, we believe that
the number of VM preemptions in a Grid is a generic enough metric to express
grid users’ satisfaction.

In this experiment we report the number of VMs getting preempted by ap-
plying different scheduling policies. As we can see in all sub-figures of Figure 3,
the number of VMs preempted almost linearly increases by increasing the av-
erage number of VMs (Figure 3(a)), duration (Figure 3(b)), and arrival rate of
grid requests (Figure 3(c)).

In all cases PAP outperforms other policies specially when the average num-
ber of VMs increases or when duration of grid requests increases. Nonetheless,
we observe less difference between the PAP and two other policies when the
inter-arrival time of grid requests increases (Figure 3(c)). In all cases the dif-
ference between PAP and other policies become more significant when there is
more load in the system which shows the efficiency of PAP when the system is
heavily loaded. In the best situation (in Figure 3(b) where the average duration
of grid requests is 55 minutes) we observe that PAP results in around 1000 less
VM preemptions which is 22.5% less than RRP.

Resource Utilization Time overhead due to VM preemptions leads to resource
under-utilization. Therefore, we are interested to see how different scheduling



Experimental Results: Number of VM Preemptions 
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Experimental Results: Resource Utilization 
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Experimental Results: Average Response Time 
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Conclusions and Future Work 
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  we explored how we can minimize the number of 
preemptions in InterGrid. 

  We proposed a preemption-aware scheduling policy (PAP) 
  Experiments show that PAP resulted in up to 1000 less VM 

preemptions (22.5% improvement) comparing with other 
policies. 
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 Questions? 


