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Abstract 
 

Several analytical models of interconnection 
networks of multi-cluster systems under uniform traffic 
pattern have been proposed in the literature. However, 
there has been hardly any work reported yet that deals 
with other important non-uniform traffic patterns in 
parallel applications. In this paper we propose a new 
analytical model based on fat-tree interconnection 
networks in the presence of traffic pattern generated by 
matrix-transpose permutation, which is an important 
communication operation in parallel applications such 
as matrix computation problems. The model is 
validated through comprehensive simulations, which 
demonstrated that the proposed model exhibit a good 
degree of accuracy for various system organizations 
and under different working conditions. 

Keywords: Analytical Modeling, Multi-Cluster, 
Heterogeneity, Matrix-transpose traffic pattern, 
Latency. 

1. Introduction 

An increasing trend in the high performance 
computing (HPC) development is towards the 
networked distributed systems such as commodity-
based cluster computing [1] and grid computing [2] 
systems. These network-based systems have proven to 
be cost-effective parallel processing tools for solving 
many complex scientific, engineering and commercial 
applications as compared with conventional 
supercomputing systems [3]. Advances in 
computational and communication technologies have 
made it economically feasible to conglomerate multiple 
independent clusters towards development of large-
scale distributed systems, commonly referred to multi-
cluster systems.  Examples of production-level multi-
cluster systems include the DAS-2 [4] and the LLNL 
multi-cluster system [5].  

In this paper, we address the problem of 
communication networks performance modeling for 

multi-cluster computing systems. The study of 
interconnection networks is important because the 
overall performance of a distributed system is often 
critically hinged on the effectiveness of its 
interconnection network [6].  

Although many works on network analysis employ 
an uniform reference model, it is not always 
appropriated in practice because there are many real-
world applications that exhibit non-uniform traffic 
behavior. For instance, computing multi-dimensional 
FFTs, matrix problems and divide and conquer 
strategies exhibit regular communication patterns. 
Traffic patterns such as matrix-transpose, bit-reversal, 
shuffle, exchange and butterfly are examples of non-
uniform traffic patterns [7]. 

Several analytical performance models of multi-
computer systems have been proposed in the literature 
for different interconnection networks and routing 
algorithms (e.g., [9,10,11]). However, research 
activities regarding interconnection network for the 
system of interest is rare and most of the existing 
researches use homogenous cluster systems and the 
evaluations are confined to a single cluster system 
[12,13,14]. In contrast to these researches, our model: 
(1) considers multi-cluster computing systems in the 
presence of cluster size and network heterogeneity, (2) 
take into account variable message length, (3) exhibit 
non-uniform traffic pattern. 

The rest of the paper is organized as follows. In 
Section 2, a brief overview of the multi-cluster system 
architecture and its communication issues are 
presented. In Section 3, detailed description of the 
proposed analytical model is discussed while section 4 
validates the model using simulation results. We 
summarize our findings and conclude the paper in 
Section 5. 

2. System Description 

The multi-cluster computing system architecture 
used in this paper is shown in Figure 1. The system is 



made up of C  clusters, each cluster is composed of iN  
computing nodes. Moreover, each node comprising a 
processor and its associated memory module, 
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iN

Pn Pn Pn − . 

Figure 1. The Heterogeneous Multi-Cluster 
Architecture 

 
Each cluster has two communication networks: an 

Intra-Cluster Network (ICN1) and an intEr-Cluster 
Network in level 1 (ECN1). The ICN1 is used for the 
purpose of message passing between nodes in the same 
cluster while the ECN1 is used to transmit messages 
between clusters as well as for the management of the 
entire system. All clusters interconnect to each other 
through Intra-Cluster Network in level 2. It should be 
noted that, ECN1 can be accessed directly by the nodes 
of each cluster without going through the ICN1 (see 
Figure 2). Also, the ECN1 and ICN2 are connected by 
a set of Concentrators/Distributors [15], which combine 
message traffic from/to one cluster to/from other 
cluster. 

High performance computing clusters typically 
utilize Constant Bisectional Bandwidth (i.e., Fat-Tree) 
networks to construct large node count non-blocking 
switch configurations [5, 16]. In this paper we adopted 
m-port n-tree [17], which is a Full Bisection Bandwidth 
member of such networks to construct the topology for 
each cluster in the system. An m-port n-tree topology 
consists of ( )2 /2 n

m  processing nodes and 

( ) 1(2 1) /2 n
n m

−− network switches. In this network 

the processing node is labeled as n-tuple 

0 1 1( ... )nA A A A −=  where 

}{ }{ 10,1,..., 1 0,1,...,( /2) 1 n
A m m

−∈ − × − . In 

addition, each network switch itself has m  
communication ports { }0,1,2,..., 1m −  that are 
attached to other switches or processing nodes.  

Flow control and routing algorithms are other 
important components of a communication network. 
Routing algorithms establish the path between the 
source and the destination of a message. Since most of 
commercial network technologies adopted 
deterministic routing [18], we used a deterministic 

routing based on well-know Up*/Down* routing [19] 
which is proposed in [20]. In this algorithm, each 
message experiences two phases, an ascending phase 
to get a nearest common ancestor (NCA), followed by a 
descending phase.   

3. The Proposed Analytical Model 

In this section, we develop an analytic model for the 
multi-cluster system described in the pervious section. 
The proposed model is built on the basis of the 
following assumptions which are widely used in similar 
studies [9-14]: 
1. There are two types of traffic in the network: 

“matrix-transpose” and “uniform”. When a 
message is generated it has a finite probability θ of 
being an external message and probability 1 θ− of 
being internal message. The external messages are 
destined to any other clusters in the system with 
equal probability. The internal messages are 
destined to a node within the cluster based on the 
matrix-transpose permutation. 

2. Nodes generate traffic independent of each other, 
and which follows a Poisson process with a mean 
rate of λ  messages per time unit.  

3. The number of nodes in each cluster is different
( )iN . 

4. The network switches are input buffered and each 
channel is associated with a single flit buffer. 

5. The network heterogeneity is presence between 
inter-cluster and Intra-cluster communication 
networks.  

6. The message length is variable. Based on the 
reported measurements in [8], the most application 
programs have only two or the three distinct 
message sizes that processors send, so we adapted 
a weighted arithmetic mean as the average 
message length (M flits). 

1

f

i i

i

M M F
=

= ∑                                                            (1)

Where iM and iF  are message sizes and its 
probability, respectively. f is the number of distinct 
message lengths. 

7. The source queue at the injection channel in the 
source node has infinite capacity. Moreover, 
messages are transferred to the node once they 
arrive at their destinations. 



We have two types of connections in this topology, 
node to switch (or switch to node) and switch to switch. 
In the presence of network heterogeneity, we have two 
values for times to transmit. For intra-cluster networks 
the set of ( )1 1,I I

cn cst t and for inter-cluster networks the 

set of ( )1 1,E E
cn cst t  and are adopted in the model. [16] 

3.1. Traffic Pattern Analysis 

There are two types of traffic in the system: matrix-
transpose and uniform and it mainly affects the average 
message distance which is the expected number of links 
that a message traverses to reach its destination. For a 
newly generated message, the average number of links 

that the message traverses to reach its destination 
( )i
d  

is given by the following equation: 

( )
( )

,
1

2
i

i

n
i

n j

j

d jP
=

= ∑                                                     (2) 

Where ,in jP is the probability of a message crossing 

2j -link ( j -link in ascending and j -link in descending 
phase) to reach its destination. Different choices of 

,in jP lead to different distribution for message 

destination, and consequently different average 
message distance. As it is mentioned in assumption 1, 
the probability θ  is defined as the number of external 
messages to the total number of messages. Note that, in 
the inter-cluster traffic pattern, an external message is 
destined to any other nodes in the system with equal 
probability. 

In the m-port n-tree, with recalling that a node can 
not send a message to itself, the probability that a 
newly generated message makes 2j -link with uniform 

distribution, ,i
u
n jP can be defined as: [16] 
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                                                                                    (3)  

To describe the matrix-transpose traffic pattern, let 
each node 0 1 1( , ,..., )

in
PN A A A −  can also be labeled 

with a number such as Q  which can be obtained as 
follows: 

( ) ( ) ( )
1 2

0 1 2 1...
2 2 2

i i

i i

n n

n n

m m m
Q A A A A

− −

− −= + + + +

                                                                                    (4) 

The binary representation of Q  is /2
2

0 1 log
... m

in
b b b . 

For internal messages, we consider the matrix-
transpose traffic pattern. In the traffic pattern generated 
according to the matrix-transpose permutation, a 
message generated in the source node 

/2
2

0 1 log
... m

in
B b b b=  is transferred to the destination 

node ( )D B  as follows, 
/2

1 2 1 1 2 1 2

/2
1 2 1 2 1 2

... ...  log =2 1
( )

... ...  log =2

m
k k k k i

m
k k k k i

b b b b b b if n k
D B

b b b b b b if n k

+ − −

+ −

 −= 


                                                                                    (5)
With this type of permutation the number of possible 
combinations that a message in cluster i  crosses 2j -
link to reach its destination is as: 
If in  is even: 

( )

( )( )

( )( )

( )( )
( )( )

1

1( )

1

1

2 1
2

1 2,...,( 2)/2 1
2 2

1 ( 2)/2
2 2

1 ( 4)/2,..., 1
2 2

1
2

i

j

j

i

n j
i
j i

j

i i

j

i

m
j

m m
j n

m m
Count j n

m m
j n n

m
m j n

−

− −

−

−

 − = − = + −= − = +
 − = + − − =

  

                                                                                    (6) 
If in odd and if z is odd:

( )

( )( )

( )( )

( )( )
( )( )

1

( )

1

1

2 1
2

1 2,...,( 1)/2 1
2 2

1 ( 1)/2
2 2

1 ( 3)/2,..., 1
2 2

1
2

i

j

j

i

n j
i
j i

j

i i

j

i

m
j

m m
j n

m m
Count j n

m m
j n n

m
m j n

−

−

−

−

 − = − = + −= − = +
 − = + − − =

 

                                                                                    (7) 
If in odd and if z is even:

( )

( )( )
( )( )

1
2

( )
1

1

0 1,2,...,( 1)/2 1

2 ( 1)/2
2 2

1 ( 3)/2,..., 1
2 2

1
2

i
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                                                                       (8)  
Where 2logmz = , also, the probability of an internal  

message with matrix-transpose traffic pattern crossing 
2j -link to reach its destination in cluster i  can be 
defined as:   



( )

, ( )
0

i

i
jm

n j i
i

Count
P

N Count
=

−
                                              (9) 

Where ( )
0
i

Count is the number of nodes that send 

the message to itself in cluster i  and can be determined 
as follows, 

2

1
log( ) 2

0 2
Ni

i
Count

 
 
 =                                                  (10) 

Since the m-port n-tree is not a node-symmetric 
topology, so it does not sufficient to analyze the traffic 
situation at a single node. Moreover in the presence of 
cluster size heterogeneity, this asymmetric problem 
must be solved for inter-cluster messages efficiently. 
The message flow model of the system is shown in 
Figure 2, where the path of a flit through various 
communication networks is illustrated. A processor in 
clusteri , which is shown as a circle in this figure, 
sends its request to ICN1(i)  and ECN1(i) with 
probabilities 1 θ−  and θ  respectively. Where 

{0,1,..., 1}i C∈ − . The message path is depicted by 

arrows. Since the effective message rate of a processor 
in each cluster would beλ , so the rate of message 
received by each channel in the ICN1(i) can be obtained 
as follows: 

( )
( )

( ) 1
1

1

4

i

i I
I

i

d

n

θ λ
ϕ

−
=                                                 (11) 

The external message (uniform message) of cluster 
i  leaves the ECN1(i) and crosses through the ICN2 and 
then goes to the ECN1(v) of the cluster v  to reach its 
destination node. A simple way to deal with the 
asymmetric problem in the inter-cluster networks is 
compute the message rate from each cluster point of 
view and then averaging over all clusters. Therefore, 
the rate of message rate received by each channel in the 
inter-cluster networks can be driven as follows: 

( )
( , ) 1
1 1

4

i

gi v Ev
E

i i

dN

N n

θλ
ϕ

 = + ×  
                                  (12) 

1

2

0
2 4

C

Ii

i
I

c

N d

n C

θ λ

ϕ

−

==
∑

                                                (13) 

Where 
( )

1

i

Id is the average distance in the ICN1(i) and 

is given by Eq.(9). Also, 
( )

1

i

Ed and 2Id are the average 

distance in the ECN1(i) and ICN2, respectively and are 
given by Eq.(2). The cn  is the number of trees in the 

ICN2 and would be computed such that 2( /2) cnC m=

. 

 

Figure. 2. Message flow model in the multi-cluster 
system between two typical clusters 

3.2. Mean Message Latency for Intra-cluster 
Network 

The mean latency seen by the matrix-transpose 

message, ( )i
mT , crossing from source node from cluster 

i  to destination, consists of three parts; the mean 

waiting time at the source queue (( )imW ), the mean 

network latency ( ( )i
mS ), and the mean time for the tail 

flit to reach the destination (( )ibR ). Hence, 

( ) ( ) ( ) ( )i i i i
m m m mT W S R= + +                                        (14) 

At first, we find the mean network latency of intra-
cluster network from cluster i  point of view. Since 
each message may cross different number of links to 
reach its destination, we consider the network latency 

of an 2j -link message as( )i
jS , and averaging over all 

the possible nodes destined made by a message yields 
the mean network latency as: 

( )( )( )
,

1

i

i

n
ii m

m n j j
j

S P S
=

= ∑
                                           

    (15) 

Our analysis begins at the last stage and continues 
backward to the first stage. The network stage 
numbering is based on location of switches between the 
source and the destination nodes. It is obvious that in 
m-port n-tree topology, the number of stages for 2j -
link journey is 2 1Y j= − . The destination, stage

1Y − , is always able to receive a message, so the 
service time given to a message at the final stage is 1I

cnt . 
The service time at internal stages might be more 
because a channel would be idled when the channel of 
subsequent stage is busy. The mean service time of a 
channel at stage l  is equal to the message transfer time 
and waiting time at subsequent stages to acquire a 
channel, so: 



( )

1

( ) 1
, ( ) 1

,
1

                          1

       otherwise

I
cn

i Y
l j i I

csh j
h l

Mt l Y

S
W Mt

−

= +

 = −= 
 +
∑

       (16) 

According to this equation, the network latency for 
a message with 2j -link journey equals to mean service 

time of a channel at stage 0. In this equation, ( ),
i
h jW  is 

the mean waiting time seen by a 2j -link message to 
acquire a channel at stage h  from cluster i  point of 
view. The mean waiting time depends on the 
probability of blocking at a given channel and on the 
mean service time of the channel. Consider a message 
that has to cross 2j -link to reach its destination, 
suppose that this message reached in the stageh along 

its path. Let 
,

( )

h j

i
BP and ( )

,
i
h jS  denote the blocking 

probability of a 2j -link message in stage h and the 
mean service time of a channel at stageh  of the 
network from cluster i  point of view. The mean 
waiting time is given by: 

,

( ) ( ) ( )
, ,1/2( )

h j

i i i
h j h j BW S P=                                              (17) 

The probability of channel blocking is determined 
using a birth-death Markov chain that is described in 
[25] and is as follows:  

,

( ) ( ) ( )
1 ,h j

i i i
B I h jP Sϕ=

                                                        
(18) 

An intra-cluster message originating from a given 

source node in cluster i  sees a network latency of ( )i
mS

(given by Eq.(15)). Due to blocking situation that takes 
place in the network, the distribution function of 
message latency becomes general. Therefore, a channel 
at source node is modeled as an M/G/1 queue. So, as it 
has been shown in [21] the mean waiting time in the 
source queue becomes as follows, Where 1Iξ  is the 

mean arrival rate on the network. 

( )
( )

( )
( )

2( ) 1
2( )

1 2( )
( )

( )
1

1

2 1

i I
m cni

I m
i
mi

m i
I m

S Mt
S

S
W

S

ξ

ξ

 −   +    
=

−
               (19) 

1 (1 )Iξ θ λ= −                                                          (20) 

At last, the mean time for the tail to reach the 
destination can be written by the following equation: 

1
( ) 1 1

,
1 1

i

i

n Y
i I I
m j n cs cn

j a

R P t t

−

= =

    = +       
∑ ∑

                         

  (21) 

3.3. Mean Message Latency for Inter-cluster 
Networks 

External messages cross through both networks, 
ECN1(i) and ICN2, to get to their destination. Since the 
flow control mechanism is wormhole, the latency of 
these networks should be calculated as a merge one. 
Therefore, based on the Eq.(15) we can write [21], 

( )( , )( , )
( , , ) ( , , )

1 1 1

i v cn n n
i vi v

ex j r l j r l
j r l

S P S
= = =

= ∑∑∑
                         

 (22) 

It means each external message cross ( )j r+ -link 

through the ECN1 networks (j -link in the source 
cluster i  and r -link in the destination clusterv ) and 
2l -link in the ICN2 to reach its destination. Also the 
probability of ( , , )j r lP  would be,  

( , , ) , , ,i v cj r l i n r n l nP P P P=
                                            

 (23) 

Based on the Eq.(16), we can drive the mean 
service time of a channel at stageh , where
0 1h Y≤ ≤ − , for inter-cluster networks as follows: 

( )

1

( , ) 1
,( , , ) ( , )

,( , , )
1

                              1

        otherwise

E
cn

i v Y
h j r l i v

csk j r l
k h

Mt h Y

S
W Mt

−

= +

 = −= 
 +
∑

  

                                                                                  (24) 

Where cst  can be written based on the time to 
transmit of each flit in the correspondence network as 
fallows, 

2

2

2 1I
cs

cs E
cs

t j h j l
t

t otherwise

 ≤ < + −= 
                            

(25) 

 Similar to the intra-cluster network, the latency for 
an external message equals to the mean service time of 

a channel at the first stage, i.e., ( , )
0,( , , )
i v

j r l
S . 

The uniform messages in the inter-cluster networks 
traverse ECN1(i) and then ICN2 . the uniform messages 
cross ( ) 1j l+ − stages in the ascending and ( )r l+ in 

the descending phase. So, based on Eq.(17) the mean 
amount of time that a message waits to acquire a 
channel at stageh , in the inter-cluster networks, is as 
follows: 

,( , , )

( , ) ( , ) ( , )
,( , , ) ,( , , )1/2( )

h j r l

i v i v i v
Bh j r h h j r l

W S P=
                             

(26) 

Where 
,( , , )

( , )

h j r l

i v
BP denote the blocking probability of a 

uniform message from cluster i  to clusterv in stage h . 
This probability can be found similar to intra-cluster 



network with slightly modification by the following 
equation: 

,( , , )

( , ) ( , ) ( , )
,( , , )h j r l

i v i v i v
B h h j r l
P Sϕ=

                                           
 (27) 

Where the channel rate is driven based on the 
current position of a message in each network by the 
following equation: 

I2
( , )

( , )
1

                2 1

              otherwise

i v
h i v

E

j h j lϕ

ϕ
ϕ

≤ < + −= 


      (28) 

As before, the source queue is modeled as an M/G/1 
queue and the same method is used to approximate the 
variance of service time. Thus, the mean waiting time 
of the source queue in the inter-cluster networks can be 
calculated by Eq.(29). Where 1Eξ  is the mean arrival 

rate on the network : 

( )
( )

( )
( )

2( , ) 2
2( , )

1 2( , )
( , )

( , )
1

1

2 1

i v E
ex cni v

E ex
i v
exi v

ex i v
E ex

S Mt
S

S
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S

ξ

ξ

 −   +    
=

−
      

 (29) 

1Eξ θλ=                                                                  (30) 

As the last part, the mean time for the tail flit to 

reach the destination ( , )i v
exR is given by the following 

equation: 

2 2 1
( , ) 1 2 1

( , , )
1 1 1 1 0

i v cn n n j r l
i v E I E
ex j r l cs cs cn

j r l a a

R P t t t

+ − −

= = = = =

    = + +       
∑∑∑ ∑ ∑

                                                                                  (31) 

Finally, the arithmetic average of all latencies 
which the message from cluster i  to all other clusters, 
namely clusterv , might be seen gives the message 
latency of inter-cluster networks as follows: 

( )
1

( ) ( , ) ( , ) ( , )

0,

1

1

C
i i v i v i v
ex ex ex ex

v v i

T W S R
C

−

= ≠

= + +
− ∑        (32) 

The mean waiting time at the 
concentrator/distributor is calculated in a similar 
manner to that for the source queue (Eq.(19)). By 
modeling the concentrate buffers in the 
concentrator/distributor as an M/G/1 queue, the mean 
waiting time is given by following equation where 

( )
2
i

Iξ is the message rate received in ICN2 through 

cluster i : 

( )

( )

2( ) 2
( ) 2

./ . ( ) 2
22 1

i I
i csI

con dis i I
csI

Mt
W

Mt

ξ

ξ
=

−
                               

  (33) 

( )
2
i

iI Nξ θλ=                                                              (34) 

Also, we model the distribute buffers in the 
concentrator/distributor as an M/G/1 queue, with the 
same rate of concentrate buffers. So the mean waiting 
time is given similarly by the above equation and 
consequently the mean waiting time at the 

concentrator/distributor would be
( )

/2
i

con dis
W . Finally, 

the mean message latency from cluster i  point of view 
can be found as: 

( )( ) ( )( )( )( ) ( )
./ .1 2

ii i i
m ex con dis

T T T Wθ θ= − + +      (35) 

To calculate the total mean of message latency, we 
use a weighted arithmetic average as follows: 

1
( )

1
0

0

C
ii

C
i ll

N
T T

N

−

−
=

=

   = ×    
∑
∑                                   

 (36) 

4. Validation of the model 

In order to validate the proposed model and justify 
the applied approximations, the model was simulated. 
We have developed a discrete-event simulator based on 
the OMNET++ simulation environment [22], the 
simulator uses the same assumptions as the analysis. 
Messages are generated at each node according to 
Poisson process with the mean inter-arrival rate ofλ . 
The destination address for an external message is 
determined by using a uniform random number 
generator while internal messages are sending to nodes 
which their address patterns are the matrix-transpose 
permutation of the source nodes address patterns. Each 
packet is time-stamped after its generation. The request 
completion time is checked in every “sink” module at 
each node to compute the message latency. Each 
simulation experiment was run until the network 
reached its steady state, that is, until a further increase 
in simulation network cycles does not change the 
collected statistics appreciably. Extensive validation 
experiments have been performed for several 
combinations of cluster sizes, network sizes, message 
length and its probability, and network heterogeneity. 
The general conclusions have been found to be 
consistent across all the cases considered. However, for 
the sake of specific illustration, we provide results for 
the cases that are presented in Table 1. Also, two 
different sets of networks are used in validation 
experiments are shown in Table 2 and Table 3. For all 
cases the intra-cluster network used Net.1 and inter-
cluster networks adopt Net.2 configuration. 



4.1. Results and Discussions 

The results of simulation and analysis are shown in 
Figure 6 to Figure 8 in which the mean message 
latencies are plotted against the offered traffic rate for 
three different system organizations with different 
message weights. The figures reveal that the analytical 
model predicts the mean message latency with a good 
degree of accuracy when the system is in the steady 
state region, that is, when it has not reached the 
saturation point. It is assumed that network enters the 
saturation region when the system utilization becomes 
greater or equal to one. However, there are 
discrepancies in the results provided by the model and 
the simulation when the system is under heavy traffic 
and approaches the saturation point. This is due to the 
approximations that have been made in the analysis to 
ease the model development. For instance, in this 
region the traffic on the links is not completely 
independent, as we assume in our analytical model. 
Also, one of the most significant term in the model 
under heavily loaded system, is the mean waiting time 
at the source queue. The approximation which is made 
to compute the variance of the service time received by 
a message at a given channel is a factor of the model 
inaccuracy. However, at light traffic the model differs 
in average from simulation by less than about 8 percent 
for different systems. Since, the most evaluation studies 
focus on network performance in the steady state 
regions, so we can conclude that the proposed model 
can be a practical evaluation tool that can help system 
designer to explore the design space and examine 
various design parameters. 

Table 1. System organization for model validation 
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Table 2. Network configuration for model validation 

 Net.1 Net.2 

cnt  0.375  0.736  0.517  1.029  
cst  0.375  0.736  0.522  1.034  

mL  256  512  256  512  

 

 

Table 3. Network configuration for model validation 

 Net.1 Net.2 

cnt  0.436  0.863  0.645  1.285  
cst  0.436  0.863  0.65  1.29  

mL  256  512  256  512  
 

 
 

Figure 6. Mean message latency in a system, Net 
Table 2, 0.6θ = , 1 32M = and 2 64M =  

 

 

Figure 7. Mean message latency in a system, Net 
Table 2, 0.5θ = , 1 32M =  and 2 64M =  

 

 
 

Figure 8. Mean message latency in a system, Net 
Table 3, left 0.7θ = , right 0.4θ = , 1 32M =  and 

2 64M =  

5. Conclusions 

This paper has presented a new analytical model to 
compute message latency in the presence of non-
uniform traffic based on fat-tree interconnection 
networks for heterogeneous multi-cluster systems. The 
model takes into account message and cluster size as 
well as network heterogeneity among clusters. The 
proposed model has been validated with versatile 
configurations and design parameters. Simulation 



experiments have proved that the model predicts 
message latency with a high degree of accuracy. It 
should be noted that at light traffic the model differs 
from simulation by less than about 6 percent. The 
simplicity and reasonable accuracy of the model make 
it an attractive tool for prediction the performance 
behavior of typical cluster and multi-cluster systems 
under different working conditions.  
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